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cluster, similarly LABDB1 and LABDB2 will be another HA
cluster, etc...
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Network switch 1

NIH
Failover from AUX to MAIN

Server-2

When AUX Server is down

from MAIN system

All functionalities of AUX are transferred to run

WHEN AUX goes down:
No manual intervention
User will not notice anything
No loss of Reports

No loss of functionality

Server-1

SAN allocated to AUX

HA Repository

SAN allocated to MAIN




NIH
Failover from MAIN to AUX

Network switch 1

Server-1

When MAIN Server is down
All functionalities of MAIN are transferred to run
from AUX system

SAN allocated to AUX SAN allocated to MAIN

WHEN MAIN goes down:

No manual intervention

HA Repository

2-3 minutes downtime

No change for users
No loss of data

No loss of functionality
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NIH Overall Design
Disaster Recovery System
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WTR synchronization of DB-Vista Database (Non-Oracle)

Add a third system in the DR data center
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Oracle Data Guard Synchronization

Repeat system profiles from MAIN/AUX on DR

SAN-2-SAN replication from MAIN/AUX to DR

Use DNS to connect all the LAB devices to LIS systems
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Oracle Data Guard Synchronization
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In case of testing DR, the
workstation will point to DR server
by IP address not hostname
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To Exercise the DR process

Stop SAN-2-SAN Replication

Bring up the DR systems in isolated network

Connect PC/Citrix to the isolated DR network

Test all applications on the DR systems

*** No Downtime for PROD during DR Exercise ***
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To Exercise the DR process

Stop SAN-2-SAN Replication

Bring up the DR systems in isolated network

Connect PC/Citrix to the isolated DR network

WTR synchronization of DB-Vista Database (Non-Oracle)

Test all applications on the DR systems

Oracle Data Guard Synchronization

*** No Downtime for PROD during DR Exercise ***
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SAN allocated to AUX SAN allocated to MAIN

LAB Production Devices

Thin Client

DNS Server

AUX Software HA Repository
_—

Application Users

In this case production HIS
environment will be connecting to Interfaces

PROD MAIN
and
PROD AUX

by hostname
which will be resolved
by DNS server(s)

DR SAN Thick Client T

Application Users

z
x
g

137.187.118.238 labappdr
137 187.118.240 labappdr-srv.

187.187.118.241 labupddr-srv.

DBOR

137.187.118.243 labadbar-srv.
192.168.22.19 ababar-priv

WLDR
187.187.118.244 abwidr
192.168.22.20 abwidr-priv

ﬂ i




